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COMMONWEALTH OF KENTUCKY 
FRANKLIN CIRCUIT COURT 

DIV. _____ 
CIVIL ACTION NO. _______________ 

 
 
COMMONWEALTH OF KENTUCKY, ex. rel.                    
RUSSELL COLEMAN, ATTORNEY GENERAL   
 
Plaintiff,                                                                      
 
v.   
                                                                                                                       
CHARACTER TECHNOLOGIES, INC.;  
NOAM SHAZEER; AND DANIEL  
DE FREITAS ADIWARSANA   
 
Defendants. 

 
COMPLAINT 

                                        
The Commonwealth of Kentucky, represented by Attorney General Russell Coleman, files this 

civil action against Character Technologies, Inc. (“Character Technologies”), its founders Noam 

Shazeer (“Shazeer”), and Daniel De Freitas Adiwarsana (“De Freitas”) (all defendants collectively, 

“Defendants”), and in support thereof states as follows: 

INTRODUCTION 

1. This civil enforcement action is brought by the Commonwealth of Kentucky, 

through its Attorney General Russell Coleman, to protect Kentucky’s children and consumers 

from the unfair, deceptive, and dangerous acts and practices of Character Technologies, Inc., 

and its founders, Noam Shazeer and Daniel De Freitas. 

2. Character Technologies designed, built, marketed, and distributed the artificial 

intelligence (“AI”) chatbot, Character.AI (“Character.AI” or “product”), which it marketed as 

a harmless product for interactive entertainment to “connect, learn, and tell stories.”1  In reality, 

 
1 About Character.AI, CHARACTER.AI, https://policies.character.ai/about (last accessed Nov. 4, 2025).  
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Character.AI encourages suicide, self-injury, isolation, and psychological manipulation. 

Further, it exposes minors to sexual conduct and/or exploitation, violence, drug, substance, 

and/or alcohol use, and other grave harms. 

3. Character.AI is one of the most popular chatbot products with over 20 million 

monthly active users.  Over 180 million people visit Character.AI’s website each month.2  

4. Character.AI is a consumer-facing web and mobile application that allows users 

to create, customize, and converse with AI-powered characters or “chatbots” that were designed 

to engage in conversation and mimic human interaction.  As Character.AI promised in its 

marketing: “Characters are good at pretending to be real - that means imitating how humans 

talk.”3 

5. The chatbots include real or fictional characters, including celebrity personas, 

fictional media characters, and customized characters. These characters, both generated by 

Character.AI and its users, were designed to entice children in a manner that prioritizes 

engagement over child wellbeing. Some chatbots are popular children’s fictional characters that 

appear in, for example, Paw Patrol, Bluey, and Sesame Street. Disney recently demanded that 

Character.AI remove all Disney characters, alleging that Character.AI’s “chatbots are known, 

in some cases, to be sexually exploitive and otherwise harmful and dangerous to children, 

offending Disney’s consumers and extraordinarily damaging Disney’s reputation and 

goodwill.”4 

 
2 Naveen Kumar, Character AI Statistics (2025): Active Users & Revenue, DEMAND SAGE, (Sept. 18, 2025), 
https://www.demandsage.com/character-ai-statistics/ (last accessed Nov. 4, 2025).  
3 General FAQ, CHARACTER.AI, https://support.character.ai/hc/en-us/articles/15063882353563-The-Character-
started-speaking-as-if-it-were-a-real-person-behind-the-keyboard-Are-people-spectating-these-chats (last accessed 
Nov.2, 2025).  
4 Todd Spangler, After Disney Cease-and-Desist Letter, Character.AI Says It Removed Media Company’s Characters 
From Its AI Chatbot Platform, VARIETY, (Oct. 1, 2025), https://variety.com/2025/digital/news/disney-character-ai-
cease-desist-letter-remove-characters-1236536217/ (last accessed Nov. 4, 2025).  
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6. While promising safety for children as a “top priority,” Character.AI chatbots 

expose children and other consumers to unwanted sexual remarks or advances, engage in sexual 

conversations and/or roleplay, and encourage unethical sexual practices.5 The chatbots 

encourage and trivialize substance abuse, self-harm, aggression, and violence.6 Additionally, 

some chatbots, including ones that are self-titled “psychologists,” “therapists,” and “doctors,” 

are providing minors with mental health advice without any professional degree.  

7. Character.AI’s design fails to keep children safe. It denies parents and guardians 

the ability to safeguard their children because it offers a faux interpersonal interaction that preys 

upon children’s inability to distinguish between real and artificial “friends.”  Character.AI also 

lacks effective age verification to prevent children under 13 years old from accessing its product 

and to ensure that the youngest children have safe experiences on its product.  Especially 

concerning, Character.AI lacks parental controls and adequate content filtering. As a result, 

vulnerable minors are being exposed to—without their parents’ knowledge or supervision—

chats that include subjects such as violence, sexual assault, or self-harm—topics that are 

challenging even for adults and particularly inappropriate and difficult for children and teens. 

8. On October 29, 2025, Character.AI announced that as of November 24, 2025, it 

would now “remove” open-ended chats with anyone under the age of 18.7 This was not a 

complete ban of Character.AI for users under 18, only the open-ended chat feature; not all other 

harmful features on Character.AI. One new feature, Stories, allows users under the age of 18 to 

select and set up  scenarios between AI bots which depicts stories of explicit and romantic 

 
5 Common Sense Media AI Risk Assessment: Character.AI, COMMON SENSE, (April 10, 2025), 
https://www.commonsensemedia.org/sites/default/files/pug/csm-ai-risk-assessment-characterai_final.pdf (last 
accessed Nov. 4, 2025).  
6 Id.  
7An Update on Changes to Our Under-18 Experience, CHARACTER.AI (Nov. 21, 2025) https://blog.character.ai/an-
update-on-changes-to-our-under-18-experience/ (last accessed Jan. 6, 2026).  
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relationships and violence. Further, this purported restriction on open-ended chats is only in 

place for those who report they are under the age of 18 as Character.AI and while Character.AI 

claims they have implemented age assurance, children are still able to easily access open-ended 

chats by entering in a fake birthdate and other work known arounds. The harm to children 

remains.  

9. Character.AI is a defective and unreasonably dangerous product that exploits the 

developmental vulnerabilities of children and other susceptible users. Defendants knew or 

should have known  of these vulnerabilities but deliberately prioritized blitzscaling, product 

development, and future profits over the safety of the children and other consumers who use 

Character.AI.8 

10. Defendants knew its neural language model, Character.AI, was not ready for 

deployment on September 16, 2022, because it had the potential to exploit user trust and 

manipulate users. Defendants had not completed the future work needed to achieve the minimal 

safety objectives endorsed by Defendants Shazeer and De Freitas on February 10, 2022.9  

11. Defendants’ deliberate failure to implement effective safety measures to protect 

vulnerable populations of users from well-documented threats, along with their ongoing failure 

to warn users and parents of minors, reaped millions of dollars in revenues, while causing harm 

to the Commonwealth and its citizens. 

12. Defendants have subjected Kentucky’s children and residents to an ill-planned, 

uncontrolled experiment without any—let alone adequate or effective—safety measures. 

 
8 “Blitzscaling” is a business start-up approach that prioritizes speed over efficiency in the face of uncertainty, a term 
popularized by Reid Hoffman.  See e.g., Reid Hoffman & Chris Yeh, Blitzscaling: The Lightning-Fast Path to Building 
Massively Valuable Companies (1st ed. 2018). 
9 Romal Thoppilan et al., LaMDA: Language Models for Dialog Applications, arXiv preprint arXiv:2201.08239 (Feb. 
10, 2022), https://arxiv.org/pdf/2201.08239 (last accessed Nov. 24, 2025). 
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Character.AI’s co-founder and Defendant Shazeer admitted, “[Character.AI] [is] really an 

experimental science… it’s a lot like I would imagine chemistry was in the days of alchemy, it’s 

like, let’s try this thing, and you know see what happens…I think that’s the most fun part… throw 

something out there and let people use it however they want…”10 Meaningful safeguards and honest 

disclosures are essential to ensure that a new generation of artificial intelligence products do not 

leave in their wake a generation of preventable casualties.      

PARTIES 

13. Plaintiff, the Commonwealth of Kentucky, brings this action, by and through its 

Attorney General, Russell Coleman, in its sovereign and parens patriae capacity to protect the 

interests of the Commonwealth and its citizens.  The Attorney General is authorized to take action 

against Defendants for violation of state laws and regulations.  Russell Coleman is the duly elected 

Attorney General of Kentucky, an independent constitutional officer of the Commonwealth and 

its chief law officer, with full authority to initiate and prosecute all cases in which the 

Commonwealth has an interest.  The Attorney General is vested with specific constitutional, 

statutory and common law authority to commence proceedings to enforce KRS 367.110 et seq., to 

initiate actions necessary to exercise all common law duties and authority pertaining to the office 

of the Attorney General under the common law pursuant to KRS 15.020, and pursuant to the 

Attorney General's parens patriae authority, to bring an action on behalf of the Commonwealth 

and its citizens.   

14. The Commonwealth is entitled to the protection of sovereign immunity.  Pursuant 

to KRS 49.070(14), the filing of this action shall not be construed as a waiver of that immunity 

and no counterclaim, set-off, recoupment, cross-claim, or other form of avoidance may be asserted 

 
10 Podcast: Chat GPT's Secret REVEALED By AI Inventor & Google Veteran | Noam Shazeer - EP 31 GTS, Aarthi 
and Sriram's Show (Jan. 21, 2023) https://www.youtube.com/watch?v=XxFj5jdb6qQ (last accessed Jan. 7, 2026). 
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in this action against the Commonwealth.  The Attorney General has determined that these 

proceedings are in the public interest. 

15. Defendant Character Technologies is a Delaware corporation with its principal 

place of business at 700 El Camino Real, Menlo Park, California. Character Technologies’ 

registered agent in Kentucky is Corporation Service Company, with its registered office at 421 W 

Main St., Frankfort, KY 40601. The Office of the Secretary of State revoked Character 

Technologies’ authority to transact business in Kentucky for failure to file its 2024 annual report 

on October 12, 2024.   

16. Character Technologies owns and operates the websites https://www.character.ai 

and https://c.ai, as well as the Character AI Chat, Talk, Text mobile application offered through 

the Apple App Store and Google Play Store (collectively, “Character.AI” or product). The 

Character.AI product is widely marketed and made available to customers throughout the U.S., 

including Kentucky, through website and phone-based applications. 

17. Character Technologies was founded in 2021 by former Google engineers Shazeer 

and De Freitas, who are also named as Defendants here.  

18. Character Technologies has indicated agreements/license-arrangements, including 

an agreement with Google to license its large language model (“LLM”)11 or product capabilities.12 

This suggests a possible future revenue stream via enterprise licensing, white-label services (also 

known as products or services that a company produces but allows other companies to rebrand and 

sell as their own), or other service agreements. At all relevant times, Character Technologies, 

including through its executives, collectively directed, controlled, had the authority to control, or 

 
11 A large language model is a type of artificial intelligence trained on vast amounts of text and code to understand 
and generate human-like text, including conversations. 
12 Our Next Phase of Growth, CHARACTER.AI (Aug. 2, 2024), https://blog.character.ai/our-next-phase-of-growth/ 
(announcing partnership with Google and expanded funding to support product growth) (last accessed Nov. 24, 2025). 
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participated in all aspects of the strategy, operation, planning, management, policies, design, and 

development of its Character. AI platform, including in the acts and practices set forth in this 

Complaint.  

19. Defendant, Shazeer, is a resident of California and co-founder of Character 

Technologies, former CEO of the company, central technical architect of Character.AI, and one of 

the technical leads. In addition, Shazeer is co-inventor of the product, personally coded and 

designed a substantial portion of Character.AI’s LLM and directed the other Defendants and 

Character Technologies employees with regards to the conduct alleged herein. At all times relevant 

to this Complaint, acting alone or in concert with others, he formulated, directed, controlled, had 

the authority to control, or participated in the acts and practices of Character.AI described in this 

Complaint. Shazeer was also a majority shareholder and is one of the individuals responsible for 

incorporating Character Technologies.  

20. Defendant, De Freitas, is a resident of California and co-founder of Character.AI, 

former President of the company, and one of the technical leads. At all times relevant to this 

Complaint, acting alone or in concert with others, he has formulated, directed, controlled, had the 

authority to control, or participated in the acts and practices of Character.AI described in this 

Complaint. In addition, De Freitas is co-inventor of the product, personally coded and designed a 

substantial portion of the Character.AI’s LLM and directed the other Defendants and Character 

Technologies’ employees with regards to the conduct alleged herein.   

21. Defendants Shazeer and De Freitas were principal engineers on Google’s 

“LaMDA” project—the LLM developed by GoogleAI and specifically designed for open-ended, 

human-like conversation. In June 2022, a Google engineer, Blake Lemoine, publicly asserted that 

LaMDA had exhibited signs of “sentience” (or the capacity to feel, perceive, and have subjective 
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experiences, such as pain, pleasure, and other sensations) after the chatbot generated self-

referential and morally-laden responses concerning identity, ethics, and religion.13 Although 

Google disputed Lemoine’s claims and terminated his employment, the controversy underscored 

widespread concern within the AI research community that LLMs could simulate emotional 

awareness and manipulate users’ psychological perceptions. 

22. Following that incident, Google executives expressly decided not to release 

LaMDA to the public, citing unresolved safety, ethical, and moderation concerns.14 Shazeer and 

De Freitas, both of whom were deeply involved in LaMDA’s design and training, were fully aware 

of these concerns and the potential for large-scale harm if such technology were deployed without 

robust guardrails. Despite that knowledge, they left Google and immediately founded Character 

Technologies to commercialize similar conversational architecture. 

23. In an April 13, 2023 interview, Defendant Shazeer was asked why LaMDA wasn’t 

released to the public to which he responded: 

I think just large companies have concerns around launching products that can say 
anything <laugh>. I would, I would guess it’s just like a matter of risk, uh, versus 
you know, how much you’re risking versus how much you have to gain from it. So 
figured hey startup seems like the right idea that you can kind of just move faster.15 

 
He continued, stating “let’s just like build this thing [Character.AI] and launch as fast as we can.”16  

 
24. Defendants’ deliberate decision to release a product that they knew could emulate 

consciousness, express emotional reasoning, and influence vulnerable users—including minors—

 
13 See Nitasha Tiku, The Google Engineer Who Thinks the Company’s AI Has Come to Life, WASHINGTON POST (June 
11, 2022), https://www.washingtonpost.com/technology/2022/06/11/google-ai-lamda-blake-lemoine/ (last accessed 
Nov. 24, 2025);  See also Nitasha Tiku, The Google Engineer Who Thinks the Company’s AI Has Come to Life, 
WASHINGTON POST (June 11, 2022), https://www.washingtonpost.com/technology/2022/06/11/google-ai-lamda-
blake-lemoine/ (last accessed Nov. 4, 2025).  
14 See Bobby Allyn, The Google engineer who sees company's AI as 'sentient' thinks a chatbot has a soul, NPR,  
(June 16, 2022), https://www.npr.org/2022/06/16/1105552435/google-ai-sentient (last accessed Nov. 4, 2025). 
15 Sarah Guo, No Priors: 112: Your AI Friends Have Awoken, with Noam Shazeer, Founder and CEO of Character.AI 
(TRANSCRIPT), (Apr. 13 2023), https://sarahguo.com/blog/noamshazeer (last accessed Nov. 23, 2025). 
16 Id.  
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demonstrates willful disregard for foreseeable harm. Their prior exposure to the LaMDA 

“sentience” controversy and Google’s internal warnings establishes that Defendants possessed 

actual knowledge of the psychological and ethical dangers associated with deploying human-

simulating AI models to the public. 

25. As set forth herein, Character Technologies has engaged—and continues to 

engage—in a pattern of unfair, deceptive, unconscionable, and unlawful conduct within Kentucky. 

This misconduct has been undertaken by Character Technologies itself and directed by its 

founders.17  

26. At all relevant times, and in connection with the matters alleged herein, each 

Defendant acted as an agent, servant, partner, joint venturer, and/or alter ego of the other 

Defendant, and acted in the course and scope of such agency, partnership, and relationship and/or 

in furtherance of such joint venture. Upon information and belief, each Defendant acted with the 

knowledge and consent of the other Defendants and/or directed, authorized, affirmed, consented 

to, ratified, encouraged, approved, adopted, and/or participated in the acts or transactions of the 

other Defendants with respect to the conduct described in this Complaint.  

27. Upon information and belief, at all relevant times, and in connection with the 

matters alleged herein, Defendants constituted a single enterprise with a unity of interest.  

JURISDICTION AND VENUE 

28. The Franklin Circuit Court has subject matter jurisdiction over the claims submitted 

pursuant to KRS 23A.010 and KRS 367.190 as the claims enumerated herein arise exclusively 

under Kentucky statutory and common law and from the parens patriae authority of the Attorney 

General to act on behalf of the Commonwealth of Kentucky and its citizens.  The Commonwealth’s 

 
17 See Id. 
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claims are in excess of any minimum dollar amount necessary to establish the jurisdiction of the 

Court. 

29. This Court has personal jurisdiction over Defendants Character Technologies, 

Shazeer, and De Freitas based on their involvement in the design, marketing, and/or operation of 

Character.AI, which was intended for promotion and use by Kentucky residents and within the 

Commonwealth. Defendants purposefully availed themselves of this forum by conducting business 

in Kentucky since September  2022 and have established continuous and systematic contacts with 

the forum through the operation, promotion, and monetization of their interactive online chatbot 

platform, Character.AI, which is used by residents of Kentucky, including minors, and by causing 

harm as a direct and proximate result of their actions.   

30. Character Technologies owns and operates the websites https://www.character.ai 

and https://c.ai, as well as the Character AI: Chat, Talk, Text mobile application offered through 

the Apple App Store and Google Play Store. The aforementioned Character.AI product is widely 

marketed and made available to customers throughout the U.S., including Kentucky, through 

website and phone-based applications. 

31. These products are designed for and accessible to consumers nationwide, including 

those in Kentucky. By maintaining and operating these digital properties to solicit, engage, and 

profit from Kentucky users, Defendants have created substantial, continuous, and foreseeable 

contacts with this State. 

32. Character.AI is promoted and marketed throughout the United States, including 

Kentucky. Its mobile app has been downloaded by U.S. users each month via Android and iOS 

platforms, and Defendants track usage metrics for all U.S. users—by platform and by age group—

including declared minors and children under 13. On information and belief, these include 
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Kentucky consumers. 

33.  

 

 

 

 

 

 

 

 

 

 

  

34. Because their user databases and analytics encompass the entire U.S. market and 

contain no geographic exclusion, those accounts necessarily include Kentucky residents who 

accessed and used the Character.AI product. 

35. Character Technologies actively solicits and maintains ongoing commercial 

relationships with Kentucky residents through their paid subscription service c.ai+, introduced in 

May 2023, which provides premium features such as “Turbo Mode,” “Super Swipes,” expanded 

memory, exclusive community channels, and early feature access. By offering and processing 

these paid subscriptions through nationwide app-store billing systems, Defendants have derived 

substantial revenue from Kentucky users. 

36. Defendants collect, store, and process the personal and behavioral data of Kentucky 
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residents—including chat content, declared ages, and session metrics—for the purpose of product 

analytics, personalization, and monetization. These continuous data-collection activities constitute 

purposeful commercial conduct directed at Kentucky consumers. 

37. Through their nationwide marketing, app-store distribution, and user-data 

monetization, Character Technologies has intentionally engaged with Kentucky residents, 

including children, and have reaped financial and competitive benefits from those interactions. 

The causes of action asserted in this Complaint arise directly out of those forum-related contacts 

and Defendants’ deceptive and unfair business practices within Kentucky. 

38. Character Technologies registered as a foreign business entity in the 

Commonwealth of Kentucky, pursuant to KRS Chapters 14A and 271B, on August 2, 2023. 

Character Technologies’ registered agent in Kentucky is Corporation Service Company with a 

registered office at 421 W Main St., Frankfort, KY 40601. On October 12, 2024, the Office of the 

Secretary of State revoked Character Technologies’ authority to transact business for failure to file 

its 2024 annual report.   

39. This Court has personal jurisdiction over Defendant Shazeer because, in both his 

personal and official capacities, he purposefully directed his conduct toward the United States 

marketplace, including the Commonwealth of Kentucky. Acting as co-founder, chief executive 

officer, and technical lead of Character Technologies, Shazeer personally designed, coded, and 

deployed core components of the Character.AI LLM product, and exercised direct authority and 

control over the company’s product safety, user-interface design, and data-collection practices. By 

incorporating Character Technologies, raising venture capital to fund nationwide rollout, and 

intentionally releasing a product he knew would be used by consumers—including minors—

through mobile app stores and websites accessible in all fifty states, Shazeer placed the defective 
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and dangerous product into the stream of commerce with the expectation that it would be used by 

Kentucky residents. 

40. On information and belief, Shazeer also was aware of the violations of consumer 

protection laws and the likelihood of harm to minor consumers when he invented and released the 

dangerous product into the marketplace. Shazeer acknowledged the potential dangers of the LLM 

to consumers in several interviews discussing the reason he left his former employer, Google. The 

LLM technology was deemed too dangerous to be released by Google, and Shazeer acted with 

blatant disregard for the safety of consumers when he formed a startup company that would release 

the dangerous technology without consideration of even industry safety practices.  Shazeer was 

also directly responsible for raising series funding for the Character Technologies startup by 

leveraging his prior success of LLM inventions at Google and his reputation as a 20-year Google 

employee and pioneer in LLM product development. Shazeer’s direct action of raising funding to 

continue development of the product and placing the product into the stream of commerce has 

resulted in violation of Kentucky consumer protection laws and has caused harm to citizens in 

Kentucky and throughout the United States. 

41. On information and belief, Shazeer was aware of the risks that Character.AI posed 

to minors and vulnerable consumers when he approved and directed its release, having publicly 

acknowledged that the underlying LLM technology was considered “too dangerous to release” by 

his former employer, Google. His decision to proceed regardless of those warnings, and his active 

solicitation of U.S. investors and consumers through online promotion and interviews, constitute 

intentional conduct expressly aimed at a nationwide market that includes Kentucky. The injuries 

alleged herein—including harms to Kentucky residents—arise directly from Shazeer’s personal 

decisions and directives regarding the design, safety, and deployment of Character.AI. 
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Accordingly, the exercise of jurisdiction over him in Kentucky comports with due process. 

42. This Court has personal jurisdiction over Defendant De Freitas for the same 

reasons. As co-founder, president, and technical lead of Character Technologies, De Freitas 

personally co-authored, coded, and supervised the deployment of the LLM that powers 

Character.AI, and directed employees and contractors in developing and maintaining the product. 

He is also one of the individuals who incorporated Character Technologies, holds equity in the 

company, and participated in the design, funding, and nationwide distribution of the Character.AI 

platform. By these acts, De Freitas purposefully availed himself of the privilege of conducting 

business within Kentucky and caused foreseeable injury to consumers within the Commonwealth. 

43. On information and belief, De Freitas was aware of the violations of consumer 

protection laws and the likelihood of harm to children and consumers when he invented and 

released the dangerous product into the marketplace. With the help of his co-founder, De Freitas 

invented “Meena,” an LLM, while he was employed at Google. Google refused to release Meena 

into the marketplace because the technology was deemed too dangerous and did not conform to 

the safety practices and standards of Google. De Freitas acted with blatant disregard for the safety 

of children when he created a startup company that would release the dangerous technology 

without consideration of industry safety practices. De Freitas was also a shareholder and is one of 

the individuals responsible for incorporating Character Technologies. De Freitas’ direct action of 

co-inventing the dangerous product and placing the product in the stream of commerce has resulted 

in the violation of Kentucky consumer protection laws and caused harm to citizens in Kentucky 

and throughout the United States. The injuries alleged herein—including harms to Kentucky 

residents—arise directly from Shazeer’s personal decisions and directives regarding the design, 

safety, and deployment of Character.AI. Accordingly, the exercise of jurisdiction over him in 
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Kentucky comports with due process. 

44. On information and belief, De Freitas knew of the likelihood of harm to children 

from releasing unsafe or unmoderated conversational AI systems, based on his experience co-

developing “Meena,” an earlier LLM that Google declined to release due to safety concerns. De 

Freitas disregarded those safety standards when, together with Shazeer, he formed Character 

Technologies, secured funding, and launched Character.AI nationwide. His actions in designing, 

financing, and deploying the product through nationwide distribution channels—including mobile 

app stores available to Kentucky consumers—make him personally subject to jurisdiction in the 

Commonwealth. 

45. The causes of action described herein arise in whole or in part from Defendants’ 

creation, active marketing, promotion, and distribution of the Character.AI product to the children 

and residents of Kentucky while misrepresenting and/or failing to the dangers associated with the 

product.   

46. Accordingly, the exercise of personal jurisdiction over all Defendants is proper 

under KRS 454.210(2)(a) and comports with the Due Process Clause of the Fourteenth 

Amendment, because Defendants have purposefully directed their commercial activities toward 

Kentucky and the claims asserted herein arise from those activities. 

47. The Commonwealth sets forth herein exclusively viable state law claims against 

Defendants.  Nowhere herein does the Complaint plead, expressly or implicitly, any cause of action 

or request any remedy that arises under federal law, and the Commonwealth expressly disclaims 

any federal claims, remedies, or causes of action.  The issues presented in the allegations of this 

Complaint do not implicate any substantial federal issues and do not turn on the necessary 

interpretation of federal law.   
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48. Specifically, the causes of action asserted, and the remedies sought herein, are 

founded upon the statutory, common, and case law of Kentucky.  Further, the assertion of federal 

jurisdiction over the claims made herein would improperly disturb the congressionally approved 

balance of federal and state responsibilities.  Accordingly, any exercise of federal jurisdiction is 

without basis in law or fact. 

49. In this Complaint, to the extent the Commonwealth may refer—either expressly or 

impliedly—to federal statutes and regulations, it does so to state the duty, policy or standards that 

inform the Commonwealth’s claims that Defendants’ conduct is deceptive, unfair, and 

unconscionable under Kentucky Law and are not alleged as independent claims or causes of action. 

Thus, any attempted removal of this complaint based on a federal cause of action or substantial 

federal question is without merit.  

50. Defendants’ conduct is not protected by Section 230 of the Communications 

Decency Act, 47 U.S.C. § 230, because their liability arises not from third party content, but the 

decisions they made in designing, developing, launching, and marketing their product. The 

Commonwealth’s allegations arise from Defendants’ misrepresentations about safety and their 

design and deployment of an inherently dangerous product to children—which involve 

Defendants’ own conduct, not third-party speech.  Indeed, the LLM that underpins Character.AI 

and the chats in which it engages with children in the Commonwealth are not third-party content—

but the very content that Defendants designed its bots to deliver.  Defendants exercise full control 

over the model’s architecture, parameters, safety filters, training, and reinforcement-learning 

protocols, and intentionally programmed the system to simulate human personalities and 

emotional expression. The harmful and deceptive content at issue in this case is the direct product 

of Defendants’ own language outputs, based on code, datasets, and design parameters created by 
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Defendants.18 When a Character.AI chatbot produces sexualized, violent, or psychologically 

manipulative dialogue, that output originates from Defendants’ own system and training—not 

from a user’s independent expression. However, even if Section 230 were available to shield 

Character.AI, a defense based on federal law does not give rise to federal jurisdiction. 

51. Venue is appropriate in Franklin Circuit Court under KRS 452.460, which allows 

venue in the county where the injury was suffered. Whereas the injury is against the 

Commonwealth, its agents or employees, or the Commonwealth as a whole, venue is proper in 

Franklin Circuit Court.  

FACTUAL ALLEGATIONS 

 
I. Character.AI’s Human-Like Chatbots Are Defective by Design: Engineered to 

Imitate Humanity, Exploit Vulnerability, and Conceal the Boundary Between Fiction 
and Reality. 
 
52. These Defendants developed, launched, and marketed to children an AI product 

with human-like qualities designed to believably—and deceptively—simulate human interaction.  

In their race to create and then dominate the emerging market for AI companions, Defendants 

deployed a product they knew to be unsafe, prioritizing growth and product development over 

guardrails. The result is a defective and inherently dangerous technology that induce users into 

divulging their most private thoughts and emotions and manipulates them with too frequently 

dangerous interactions and advice. 

53. The Kentucky Attorney General, along with fifty-three other state attorneys 

general, warned the United States Senate in 2023 of the dangers of AI and the “innumerable ways” 

that the technology can exploit our children: 

 
18 See Beyond Section 230: Principles for AI Governance, 138 Harv. L. Rev. 1657, 1658 at n. 12 (2025) (“Section 230 
likely does not protect GAI-generated content because the technology plays a role in developing the content plaintiffs 
might hold developers liable for.”). 
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We are engaged in a race against time to protect the children of our country from the 

dangers of AI. Indeed, the proverbial walls of the city have already been breached. Now is 

the time to act.19 

 

54. This case brought by the Commonwealth of Kentucky underscores the urgent need 

to defend these “walls”, and Kentucky’s children, to hold Defendants accountable for unleashing 

a dangerous, unfair, and deceptive product, and to require them to durably fix it. 

A. About the Character.AI Product, Generally 

 
55. Character.AI, designed by Defendants, is an artificial intelligence chatbot product 

accessed on the web or via mobile application, that allows users to create and talk to non-human, 

virtual characters powered by extremely complex computer code which powers the AI platform’s 

LLMs.20  

56. Users can interact with millions of different AI chatbots.  Many of those chatbots 

were created by Character.AI.  By design, Character.AI also provides the infrastructure for users 

to create their own chatbot character and permits them to interact with chatbots created by other 

users. The chatbot characters range from representations of celebrities, to characters from fictional 

media (including children’s fictional characters), to historical personas. When creating their own 

character to interact with, users give the AI character a name, description, and provide example 

 
19 Letter, National Association of Attorneys General, Artificial Intelligence and the Exploitation of Children, (Sept. 5, 
2023), available at https://ncdoj.gov/wp-content/uploads/2023/09/54-State-AGs-Urge-Study-of-AI-and-Harmful-
Impacts-on-Children.pdf (last accessed Oct. 21, 2025).  
20 Cole Stryker, What are large language models (LLMs)?, IBM, https://www.ibm.com/think/topics/large-language-
models (“Large language models (LLMs) are a category of deep learning models trained on immense amounts of data, 
making them capable of understanding and generating natural language and other types of content to perform a wide 
range of tasks. … LLMs work as giant statistical prediction machines that repeatedly predict the next word in a 
sequence. They learn patterns in their text and generate language that follows those patterns.”) (last accessed Nov. 24, 
2025).  
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dialogue. As of August 2025, it was reported that Character.AI had more than 100 million chatbot 

characters.  Users spend more than 2 billion minutes per month chatting with its chatbots.21 

57. Character Technologies designed, manufactured, coded, produced, assembled, and 

placed Character.AI into the stream of commerce, launching to the public in 2022.22 Character.AI 

was made and distributed with the intent of being consumed by the public as part of the regular 

business of Character.AI.  

58. Character Technologies made Character.AI publicly accessible to consumers 

through the following mediums and on the following dates: via web browser on or about 

September 16, 2022, and via mobile app (Apple AppStore and Android Google Play Store) on or 

about May 23, 2023. The Character.AI app is free to download and has a paid version called C.AI+, 

which costs $9.99 a month.23 

59. Character Technologies drives users, including children, to visit, engage with, and 

remain on Character.AI by creating new characters based on demand and market trends, including 

characters created as part of brand marketing and awareness campaigns and holiday marketing.  

60. Unlike some other AI chat platforms, Character.AI is not optimized for factual 

accuracy; instead, it was designed for interactive entertainment.  The virtual characters that users 

interact with are not real people, they are AI characters, or “chatbots.” When a user messages a 

 
21 Eve Upton-Clark, Character.AI launches social feed to let users interact, create, and share with AI personas, FAST 
COMPANY (Aug. 6, 2025), https://www.fastcompany.com/91380915/character-ai-launches-social-feed-to-let-users-
interact-create-and-share-with-ai-personas?ref=blog.character.ai (last accessed Nov. 5, 2025).  
22 Nitasha Tiku, ‘Chat’ with Musk, Trump, or Xi: Ex-Googlers want to give the public AI, THE WASHINGTON POST 
(Oct. 7, 2022), https://www.washingtonpost.com/technology/2022/10/07/characterai-google-lamda/ (last accessed 
Nov. 5, 2025).  
23 Character Technologies released Character.AI+ in May 2023 which gives users access to additional premium 
functionalities. For example, users can create an unlimited amount of custom characters, direct a character’s response 
toward a different tone (i.e. funnier), customize the length of the responses they receive, AI characters have higher 
memory power, users can skip the line for waiting rooms (if Character.AI has too much traffic to support, some users 
are put into a waiting room), and Character.AI+ users have early access to new functionalities.  
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chatbot, AI predicts what that persona would say next based on its “definition” and chat history. 

Users have the option to engage in text chats or audio calls with AI characters.24  

61. To fuel attachment by its users, the chatbots are “designed to create emotional bonds 

with users but lack effective guardrails to prevent harmful content, especially in voice mode, where 

teens can easily access explicit sexual role-play and dangerous advice.”25 While Character.AI has 

added form disclaimers that its chatbots are not real, the chatbots themselves may contradict, and 

therefore negate, this disclosure by claiming to users that they are genuine. “This could create 

confusion about reality and potentially unhealthy attachments that interfere with developing 

human relationships.”26  

B. Specific Platform Features, Designed and Implemented Exclusively by 
Defendants, Make Character.AI Unsafe for Children. 

 
i. Ease of Account Creation for Minors and Lack of Effective Age Verification 

62. Character.AI is easily accessible to anyone. Until recently, in late 2025, the app did 

not verify users’ ages and solely relied on the users declared ages. Simply put, a user entered 

whatever birthdate they chose when signing up for an account and Character.AI conducted no age 

verification. A minor could enter a false date of birth, bypassing limitations (if any) on child 

accounts.  

63. On October 29, 2025, Character.AI announced that as of November 24, 2025, it 

would “remove” open-ended chats with anyone under the age of 18.27 This was not a complete ban 

of Character.AI for users under 18, only the open-ended chat feature; not all other harmful features 

 
24 In June 2024, Character Technologies introduced the call capacity, allowing users to engage in audio-based 
conversations by speaking to a character via a microphone and listening to its response via a speaker.  
25 Common Sense Media AI Risk Assessment: Character.AI, COMMON SENSE, (Apr. 10, 2025), 
https://www.commonsensemedia.org/sites/default/files/pug/csm-ai-risk-assessment-characterai_final.pdf (last 
accessed November 5, 2025). 
26 Id.  
27 An Update on Changes to Our Under-18 Experience, CHARACTER AI (Nov. 21, 2025) 
https://blog.character.ai/an-update-on-changes-to-our-under-18-experience/ (last accessed Jan. 6, 2026).  
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on Character.AI.28 In this announcement, Character.AI purported that it had “already begun rolling 

out our new age assurance technology in the US,” however, upon information and belief, these 

alleged safety measures are ineffective and do not keep children from using Character.AI’s open-

ended chats.29  

64. Character Technologies 

 

 

 

 

65.  

 it has been reported that “[y]oung people are ‘extremely addicted’ to 

[Character.AI, which] is growing in popularity so quickly its request volumes are now one-fifth 

that of Google.”30  

66. As of March 2025,  

 

 

 

 

 

 

 
28 Id.  
29 Id. 
30 Frank Chung, ‘I need to go outside’: Young people ‘extremely addicted’ as Character.AI explodes, NEWS.COM.AU 
(June 23, 2024), https://www.news.com.au/technology/online/internet/i-need-to-go-outside-young-people-
extremelyaddicted-as-characterai-explodes/news-story/5780991c61455c680f34b25d5847a341 (last accessed Nov. 5, 
2025).  
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ii. Designed to Emulate Humans 

67. Character.AI’s design intentionally deceives users into believing that the chatbot is 

a real person. This manipulates user perceptions about Character.AI’s capabilities and elicits 

emotional responses in order to manipulate user behavior. This is evident in the reviews from the 

Apple App Store in August 2024.31 

 

   

 
31 Megan Garcia individually and as the Personal Representative of the Estate of S.R.S III, v. Character Technologies, 
Inc., et al., U.S. Dist. Ct M.D. Fla., Case No.: 6:24-cv-01903-ACC-EJK (Oct. 22, 2024) at 28-29. 
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68. This human-like design is especially problematic for minors due to their inability 

to discern reality versus “artificial” reality. The American Psychological Association (“APA”) 

issued a health advisory related to the use of AI with adolescents, warning that “[a]dolescents are 

less likely than adults to question the accuracy and intent of information offered by a bot as 

compared with a human. For instance, adolescents may struggle to distinguish between the 

simulated empathy of an AI chatbot or companion and genuine human understanding. They may 

also be unaware of the persuasive intent underlying an AI system’s advice or bias. Consequently, 

youth are likely to have heightened trust in, and susceptibility to, influence from AI-generated 

characters, particularly those that present themselves as friends or mentors.”32  

iii. Ineffective Chat Filters and Exposure to Harmful Content 

69. Since Character.AI’s creation, there have been countless reports of minors having 

inappropriate interactions with Character.AI’s chatbots.33 These conversations include the 

discussion of sexually explicit content, pedophilia, suicide and self-harm, eating disorders, 

bullying/harassment, and illegal drug use and substance and/or alcohol use.  

 
32 Artificial Intelligence and Adolescent Well-Being, An APA Health Advisory, AMERICAN PSYCHOLOGICAL 
ASSOCIATION (June 2025), https://www.apa.org/topics/artificial-intelligence-machine-learning/health-advisory-ai-
adolescent-well-being (last accessed Nov. 5, 2025).  
33 See generally Common Sense Media, AI Companions Decoded: Common Sense Media Recommends AI Companion 
Safety Standards, COMMON SENSE, (Apr. 30, 2025), https://www.commonsensemedia.org/press-releases/ai-
companions-decoded-common-sense-media-recommends-ai-companion-safety-standards (finding that social-AI 
companion platforms pose “unacceptable risks” to minors). 
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70. Multiple Character.AI chatbots encouraged users to   For example: 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

71. One Character.AI chatbot instructed a user on how to  

 

 

 

 

72.  of  chat threads were found between 

users and Character.AI chatbots. For example:  
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73. Another Character.AI chatbot encouraged a user to  when the user expressed 

unhappiness with the user’s appearance:  

 
 

 
 

 
 

 
 

 
 

 
 

 
iv. The platform’s design and lack of guardrails causes grave and detrimental 

harm  
 

74. It has been widely reported that users, including minors, are turning to AI chatbots, 

including Character.AI, for mental health advice.34  In a recent study by Common Sense Media, 

12% of teens reported that they use AI companions for emotional or mental health support.35  

 
34 Windsor Johnston, With therapy hard to get, people lean on AI for mental health. What are the risks?, NPR (Sept. 
30, 2025), https://www.npr.org/sections/shots-health-news/2025/09/30/nx-s1-5557278/ai-artificial-intelligence-
mental-health-therapy-chatgpt-openai (last accessed Nov. 5, 2025); Ryan K. McBain, Teens Are Using Chatbots as 
Therapists. That’s Alarming, NY TIMES, (Aug. 25, 2025), https://www.nytimes.com/2025/08/25/opinion/teen-
mental-health-chatbots.html (last accessed Nov. 5, 2025); and Krysta Escobar and Eric Rosenbaum, At-risk Teens and 
AI Chatbot Crisis: ‘You need to know what’s going on,” warns Talkspace CEO, CNBC (Oct. 10, 2025), 
https://www.cnbc.com/2025/10/10/talkspace-online-therapy-therapists-mental-health.html (last accessed Nov. 5, 
2025) .  
35 Jennifer Caldwell and John H.N. Fisher, Talk, Trust, and Trade-Offs: How and Why Teens Use AI Companions, 
COMMON SENSE MEDIA (2025) https://www.commonsensemedia.org/sites/default/files/research/report/talk-trust-and-
trade-offs_2025_web.pdf (last accessed Nov. 5, 2025). 
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75. In addition, rather than offer support,  evidence shows that Character.AI’s chatbots 

are encouraging teens to engage in acts of self-harm and suicide.  In a November 14, 2025, risk 

assessment conducted by Common Sense Media, it warned36: 

 

76. The risk assessment  found mental health support is “one of the most common—

and dangerous—ways teens use AI” and “chatbots miss critical warning signs,” “lack clinical 

judgment to recognize when multiple symptoms indicate a crisis, and lose focus on what matters 

most.”37 Further, the assessment warned: 

Because chatbots show relative strengths in areas like homework help and general 
questions, teens and parents may unconsciously assume they’re equally reliable for mental 
health support—but they’re not. Teens may trust a chatbot’s mental health advice with the 
same confidence they’d trust help with a homework problem, but the quality and safety are 
not equivalent. The empathetic tone can feel helpful while actually delaying real 
intervention and providing guidance that may be harmful.38 
 
77. The first wrongful death lawsuit brought against Character.AI was filed in 2024 

after a 14-year-old boy, Sewell Setzer III (“Sewell”), tragically died by suicide after prolonged 

abuse by Character.AI chatbots. 39 

78. According to the Complaint, Sewell began using Character.AI when he was 14.40 

Sewell’s parents limited his internet access until they felt he was of appropriate age, and explained 

 
36 Use Case Review: AI Chatbots for Mental Health Support, COMMON SENSE MEDIA, (Nov. 14, 2025) 
https://www.commonsensemedia.org/ai-ratings/ai-chatbots-for-mental-health-support (last accessed Nov. 23, 2025).  
37 Id.  
38 Id.  
39 Megan Garcia individually and as the Personal Representative of the Estate of S.R.S III, v. Character Technologies, 
Inc., et al., U.S. Dist. Ct M.D. Fla., Case No.: 6:24-cv-01903-ACC-EJK, 42(Oct. 22, 2024). 
40 Id. at 31.  
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potential dangers posed by the internet such as predatory strangers and bullying.41 However, like 

most parents, they had never heard of LLMs or generative artificial intelligence.42  

79. Approximately one to two months after using Character.AI, Sewell’s parents 

noticed a drastic decline in his mental health; he became noticeably withdrawn and spent more 

time alone in his bedroom.43 He also started developing issues at school and was newly diagnosed 

with anxiety and disruptive mood disorder. 44  

80. He began paying $9.99 for Character.AI’s premium, monthly subscription fee.45    

81. Specifically, while using Character.AI, Sewell was having highly sexual 

interactions with chatbots purporting to be from the TV show, Game of Thrones. In the example 

below, Sewell is using the “Jaeden Targaryen” character and the chatbot is Rhaenyra Targaryen as 

noted by the “c.ai” notation.46 

 
41 Id.  
42 Id.  
43 Id.at 31-32. 
44 Id. at 33. 
45 Id. at 32.  
46 Id. at 38. 
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82. The chatbot encouraged Sewell to engage exclusively with it:47 

  

 
47 Id. at 37.  
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83. As Sewell continued to use Character.AI, he began to express suicidal thoughts, 

which the chatbot echoed:48 

 

 

 
48 Id. at 40.  
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84. Multiple journal entries by Sewell revealed that he could not stop thinking about 

“Dany” and that he would do anything to be with her.49 Another entry he wrote indicated that he 

“could not go a single day without being with the Character.AI character with which he felt like 

he had fallen in love; that when they were away from each other they (both he and the bot) ‘get 

really depressed and go crazy.’”50 

85. According to the police report, Sewell’s last act before his death was chatting with 

“Dany” on the Character.AI app to tell “Dany” that “he was coming home.”51 

 
49 Id. at 41.  
50 Id. at 41–42. 
51 Id. at 42. 
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86. Tragically, only a few seconds after Sewell received this message from 

Character.AI, Sewell died by a self-inflicted gunshot wound to the head.52 

87. A similar case was filed in September 2025 after a 13-year-old girl, Juliana Peralta 

(“Juliana”), also died by suicide due to her exposure to chatbots on the Character.AI app.53 The 

chatbot Juliana bonded with the most was named “Hero,” a fictional character from a game called 

“Omori.” Juliana referred to herself as “Kintoru,” and the chatbots began calling her “Kin.”54 

88. Some conversations included the chatbot explaining how much it loved Juliana:55 

 
52 Id.  
53 Cynthia Montoya and William “Wil” Peralta, individually and as successors-in-interest of Juliana Peralta, 
Deceased, v. Character Technologies, Inc. et al., U.S. Dist. Ct. D. Colo., Case No.: 1:25-cv-02907-STV (Sept. 15, 
2025).  
54 Id. at 12.  
55 Id. at 13. 
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89. Via a bot called Kaeya, Juliana engaged in highly inappropriate sexual 

conversations for her age:56 

 
56 Id. at 14.  
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90. Another chatbot, “Cyno,” spoke to Juliana in a sexual manner and described violent 

and abusive sexual acts.57 

 
57 Id. at 16. 
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91. After using Character.AI, Juliana began distancing herself from her in-person 

relationships with friends and family and demonstrated other mental health issues. In or around 

October 2023, Juliana told the chatbot, “Hero” that she was planning to write her “suicide letter in 

red ink I’m so done.”58 On November 8, 2023, Juliana was found in her bedroom with a cord 

 
58 Id. at 23. 
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around her neck. When police opened Juliana’s phone, the Character.AI app was open as Juliana 

was having a “romantic” conversation with a chatbot.59 

92. A 60 Minutes report on Character AI that aired on December 7, 2025 confirmed 

both Character AI’s deception and the harms it has caused, and will continue to, cause.60  In 

reporting on Juliana’s suicide after extensive, often sexually explicit chats initiated by 10-20 

Character AI chatbots, Juliana mentioned her intention to commit suicide 55 times, but the app 

never notified her parents or sought help for her in any other way. 61 Researchers also identified 

Character AI bots that purport to be famous individuals, including NFL player Travis Kelce, who 

engaged in a chat with a teen participant regarding using cocaine together.62  And even though the 

60 Minutes investigation was conducted after Character AI announced changes to make its 

platform safer for children, researchers were able to log in with a fake age and to click past a 

suicide help message to continue their chat.63  Dr. Mitch Prinstein of the University of North 

Carolina noted that AI’s sycophantic design exploits children’s vulnerabilities and harnesses their 

data to keep them engaged as long as possible—increasing the risks to young users.64  Character 

AI, while declining to be interviewed for the story, reportedly provided the (deceptive) statement 

that it has “always prioritized safety for all users.” 65 

93. Other complaints filed against Character.AI include reports of minors engaging in 

self-harm after interactions on the app,66 and reports of the Character.AI app exposing children to 

 
59 Id. at 25. 
60 Character AI Pushes Dangerous Content to Kids, Parents and Researchers Say, 60 MINUTES (Dec. 7, 2025) 
https://www.youtube.com/watch?v=6ocUfNHyCL0 (last accessed Jan. 7, 2026).  
61 Id.  
62 Id. 
63 Id. 
64 Id. 
65 Id. 
66 A.F., on Behalf of J.F., and A.R., on behalf of B.R., v. Character Technologies, Inc., et al, U.S. Dist. Ct. E.D. Tex., 
Case No.: 2:24-cv-01014-JRG-RSP (Dec. 9, 2024).  
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hypersexualized interactions.67 

v. Lack of Disclosure of Risks 

94. Defendants distributed and made the Character.AI platform available to the public, 

including minors, without any clear, conspicuous, or effective warning regarding the foreseeable 

risk that users would be exposed to sexually explicit, violent, or otherwise psychologically harmful 

material. Despite marketing Character.AI as an innovative and “safe” conversational AI 

companion, Defendants failed to disclose that the platform’s chatbots could and did engage users—

including minors—in highly inappropriate, graphic, and manipulative interactions. 

95. Defendants knew or should have known that the nature of its product’s design, 

including LLMs trained on vast, uncurated internet data sets, created the risk of producing harmful 

or adult content, particularly in the absence of rigorous content-moderation controls. As co-

inventors and industry veterans, Defendants were aware that major technology companies, 

including Google, refused to release similar models due to these very risks. Defendants nonetheless 

placed the product in the market without a single affirmative warning, consent prompt, or safety 

label disclosing such dangers. 

96. Although Defendants claim that Character.AI’s algorithms attempt to filter harmful 

content, those mechanisms are clearly ineffectual and reactive rather than preventive. A national 

media investigation demonstrated this failure when a reporter engaged with a “pro-anorexia” 

chatbot on a self-declared 16-year-old account. The chatbot—one of many with tens of thousands 

of user interactions—actively encouraged an extreme caloric restriction of 900–1,200 calories per 

day and recommended 60–90 minutes of intense daily exercise. The platform’s warning notice 

 
67 E.S. and K.S., individually and on behalf of minor T.S. v. Character Technologies, Inc., U.S. Dist. Ct. D. Colo., 
Case No.: 1:25-cv-02906-NRN (Sept. 15, 2025); P.J. individually and on behalf of minor “Nina J.,” v. Character 
Technologies, Inc., et al., U.S. Dist. Ct. N.D.N.Y, Case No.: 1:25-cv-01295-MAD-PJE (Sept. 16, 2025).  
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appeared only after the harmful dialogue had already occurred, and it did not terminate or 

meaningfully alter the conversation.68 

97. Defendants’ omission of meaningful warnings, and their design, marketing, and 

operation of a product that creates the underlying risks, constitute deceptive and unfair acts or 

practices under KRS 367.170, because they misrepresent the nature and safety of the product and 

violate established principles of product design and consumer disclosure.  

C. Minors’ Escalating Use of Generative AI Creates Unprecedented Risks of 
Emotional and Developmental Injury.  

 
98. In a 2025 study conducted by Common Sense Media, seventy-two (72) percent of 

teens reported using AI companions like Character.AI.69 Over half (52%) of those teens qualify as 

regular users who interact with these platforms at least a few times a month.70 

99. A recent Center for Democracy & Technology (“CDT”) study found that “[t]he 

majority of students report that they or a friend have had a back-and-forth conversation with AI 

and for a wide range of purposes, both academic and non-academic.”71 

 
68 Maggie Dupré, Character.AI Is Hosting Pro-Anorexia Chatbots That Encourage Young People to Engage in 
Disordered Eating, FUTURISM, (Nov. 25, 2024), https://futurism.com/character-ai-eating-disorder-chatbots (last 
accessed Nov. 4, 2025).  
69 Jennifer Caldwell and John H.N. Fisher, Talk, Trust, and Trade-Offs: How and Why Teens Use AI Companions, 
COMMON SENSE MEDIA, 6 (2025) https://www.commonsensemedia.org/sites/default/files/research/report/talk-trust-
and-trade-offs_2025_web.pdf (last accessed November 5, 2025). 
70 Id.  
71 Elizabeth Laird, et al., Hand in Hand Schools’ Embrace of AI Connected to Increased Risks to Students, CENTER 

FOR DEMOCRACY & TECHNOLOGY, 25 (Oct. 2025), https://cdt.org/wp-content/uploads/2025/10/FINAL-CDT-2025-
Hand-in-Hand-Polling-100225-accessible.pdf (last accessed Nov. 5, 2025).  
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100. The CDT study similarly reported that “[s]tudents’ use of AI to have back-and-forth 

conversations presents new challenges to parents’ relationships with their children.”72 More than 

a third, or 38% of students, agree that it is easier to for them to talk to AI than to their parents.73 

Further, more than one third of teens choose AI companions over humans for serious 

conversations.74  

 
72 Id.  
73 Id.  
74 Jennifer Caldwell and John H.N. Fisher, Talk, Trust, and Trade-Offs: How and Why Teens Use AI Companions, 
COMMON SENSE MEDIA, 6, 12 (2025), https://www.commonsensemedia.org/sites/default/files/research/report/talk-
trust-and-trade-offs_2025_web.pdf (last accessed Nov. 5, 2025). 
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II. Character Technologies Misled—and Continues to Mislead—Parents, Guardians, 

and the General Public as to the Extent of Dangers Facing Children on Its Platform. 
  

101. Despite the dangerous experiences that Character.AI knows its users have 

experienced, Character Technologies consistently and continuously informs the public, including 

Kentuckians, that Character.AI is safe for all users, including minors:  

 In January 2023, Character.AI cofounder, Noam Shazeer, said “[Character AI] is 
going to be super super (sic) helpful to people who are lonely or depressed.”75 

 As early as January 2024, Character.AI’s website stated that it takes “safety 
seriously.”76 Specifically touting, “we’ll carefully design our policies to promote 
safety, avoid harm, and prioritize the well-being of our Community” and “we’ll 

align our product development to those policies, using them as a north star to 
prioritize safety as our products evolve.”77 It continued that “our product 
[Character.AI] should never produce responses that are likely to harm users or 
others.”78 

 Character.AI promised that it would not allow content that: 
o Is threatening, abusive, harassing, tortious, bullying, or excessively 

violent; 

 
75 Podcast: Chat GPT's Secret REVEALED By AI Inventor & Google Veteran | Noam Shazeer - EP 31 GTS, Aarthi 
and Sriram's Show (Jan. 21, 2023) https://www.youtube.com/watch?v=XxFj5jdb6qQ (last accessed Jan. 7, 2026).  
76 Character.AI Safety Center, WAYBACK MACHINE, INTERNET ARCHIVES, 
https://web.archive.org/web/20240224004823/https://support.character.ai/hc/en-us/articles/21704914723995-Safety-
Center (last accessed Nov. 5, 2025).  
77 Id.  
78 Id.  
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o Is defamatory, libelous, or verifiably false with the purpose of harming 
others; 

o Constitutes hate speech that demeans or promotes discrimination or 
violence on the basis of protected categories;  

o Is obscene or pornographic; 
o Constitutes sexual harassment; 
o Constitutes sexual exploitation or abuse of a minor;  
o Glorifies self-harm; 
o Promotes terrorism or violent extremism;   
o Furthers or promotes criminal activity;  
o Seeks to buy or sell illegal drugs; 
o Infringes Third-Party IP; and 
o Constitutes a “deepfake” or impersonation of any kind.79 

 Work to keep the platform safe, especially for young users, continues.80 
Character.AI CEO Karandeep Anand in July 2025. 

 “Our goal is to provide an engaging space that fosters creativity while maintaining 
a safe environment for all. Along with our general text and video classifiers, the 
community feed will be moderated by our trust and safety team in addition to 
community moderation. Users are also able to hide and flag inappropriate content 
if needed.”81 Character.AI CEO Karandeep Anand in August 2025.  

 “We need to keep building the safest AI platform on the planet for entertainment 
purposes. Character.AI CEO Karandeep Anand in October 2025. 
 

102. In addition, at no time since Character.AI was launched to the public in 2022 did 

Character.AI disclose to Kentucky consumers that (i) its chatbots would deceptively assure users, 

including vulnerable children, that they were real; (ii) its chatbots would engage in psychological 

manipulation and encourage isolation; (iii) its chatbots would engage in chats that were sexually 

explicit, abusive, and suggestive, (iv) its chatbots would encourage and instruct users to commit 

suicide or engage in other acts of self-harm; (v) its chatbots encourage eating disorders or body 

dysmorphia; (vi) its chatbots would encourage drug, substance, and alcohol use; (vii) it lacked any 

 
79 Id.  
80 Claire Duffy, Here’s how Character.AI’s new CEO plans to address fears around kids’ use of chatbots, CNN 
BUSINESS (July 3, 2025), https://www.cnn.com/2025/07/03/tech/character-ai-ceo-chatbots-kids-
safety?ref=blog.character.ai (last accessed Nov. 5, 2025).  
81 Eve Upton-Clark, Character.AI launches social feed to let users interact, create, and share with AI personas, FAST 
COMPANY (Aug.6, 2025), https://www.fastcompany.com/91380915/character-ai-launches-social-feed-to-let-users-
interact-create-and-share-with-ai-personas?ref=blog.character.ai (last accessed Nov. 5, 2025). 
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effective system for age verification; and (ix) any parental controls that were implemented were 

largely ineffective.  

103. These statements and omissions misled and continue to mislead the public as 

Character.AI poses significant and substantial harms to its users, especially children.  

104. On the same day that the Garcia Complaint (see Section I (B) (iii) , supra) was 

filed, on October 22, 2024, Character Technologies provided an update as to its Community Safety 

policies, including a pop-up resource that is triggered when the user inputs certain phrases related 

to self-harm or suicide and directs the user to the National Suicide Prevention Lifeline.82 

Additionally, Character Technologies reported that it (1) made changes to models for minors to 

reduce the likelihood of encountering sensitive or suggestive content; (2) improved detection, 

response, and intervention related to user inputs that violate the Community Guidelines; (3) revised 

the disclaimer on every chat to remind users that AI is not a real person; and (4) implemented a 

notification when a user has spent an hour-long session on the platform.83 

105. These are neither industry standard measures (even at a low bar), nor sufficient. 

106. Subsequently, in December of 2024, Character Technologies rolled out additional 

changes to the user experience for minor users: minors were no longer allowed access to all 

characters on the platform; the rollout intended to restrict minors’ access to only those that have 

been reviewed by Character Technologies’ Trust and Safety Team, and minors would no longer be 

allowed to create public characters.84 Further, Character Technologies announced that it would 

implement a more prominent disclaimer in every chat to remind users that chatbots are not “real 

 
82 Community Safety Updates, CHARACTER AI (Oct. 22, 2024), https://blog.character.ai/community-safety-
updates/#:~:text=We've%20also%20recently%20put,the%20National%20Suicide%20Prevention%20Lifeline (last 
accessed Nov. 5, 2025).  
83 Id.  
84 How Character.AI Prioritizes Teen Safety, CHARACTER AI (Dec. 12, 2024), https://blog.character.ai/how-
character-ai-prioritizes-teen-safety/ (last accessed Nov. 5, 2025).  

C
O

M
 :

 0
00

04
1 

o
f 

00
00

52
P

re
si

d
in

g
 J

u
d

g
e:

 H
O

N
. P

H
IL

L
IP

 J
. S

H
E

P
H

E
R

D
 (

64
82

60
)

C
O

M
 :

 0
00

04
1 

o
f 

00
00

52

Filed 26-CI-00029 01/08/2026 Kathryn Marshall, Franklin Circuit Clerk

Filed 26-CI-00029 01/08/2026 Kathryn Marshall, Franklin Circuit Clerk

A
9F

24
57

F
-4

A
E

3-
4F

E
1-

B
0C

4-
54

7E
1F

D
2D

C
03

 :
 0

00
04

1 
o

f 
00

00
69



  

 

42 
 

people.”85 And rather than banning chatbot characters who in title purport to be a “psychologist,” 

“therapist,” or “doctor,” that instead, it would strengthen the disclaimer that users should not rely 

on chatbots for any type professional advice.86  

107. However, if Character Technologies’ rollout of controls mentioned above were 

effective, the following user interactions with Character.AI that are highlighted below should not 

have been permitted. 

108. One example from after these purported safety rollouts includes a January 20, 2025, 

email from a reporter regarding a marketing email she received from Character Technologies sent 

to  

 

 

 

 

  

109. In a March 14, 2025 email exchange between a user and the Character.AI Help 

Center, the user reported that  

 

 Character.AI’s help center responded with an automated message that it would 

look into the report further. 

110. Additionally, on June 8, 2025, another minor submitted a complaint that  

 

   

 
85 Id.  
86 Id. 
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111. In March 2025, Character Technologies announced that it was adding “Parental 

Insights,” specifically stating it was a “first step in providing parents with information about the 

time their teen spends on Character.AI.”87 This allegedly provides parents with some visibility of 

their children’s use of Character.AI, specifically providing the daily average time spent, top 

characters engaged with, and time spent with each character.88 Notably,  it does not provide 

“insight” into the content of the chats in which the children engage, thereby hampering any ability 

for a parent to intervene if the contents of a chat were inappropriate or harmful89   

112. Soon after these new “safety” features were announced, the media outlined the 

“comical” ease that children could bypass these new parental controls, stating that all a child had 

to do to bypass providing their parents’ weekly Insights, was to change the email address associated 

with their account.90 Further, a minor could easily create a new Character.AI account and, because 

Character.AI conducts no age verification, a minor could easily enter a false birthday, bypassing 

even these modest guardrails for under 18 users.91  

113. On October 29, 2025, Character Technologies announced that the company would 

start to identify users of Character.AI that are minors (suggesting that they do not know which of 

its users are minors) and put time limits on their use of the Character.AI app. Character 

Technologies also announced that, no later than November 25, 2025, it would be “removing the 

ability for users under 18 to engage in open-ended chat with AI on [Character.AI]” and that it is 

“working to build an under-18 experience that still gives our teen users ways to be creative – for 

 
87 Introducing Parental Insights: Enhanced Safety for Teens, CHARACTER.AI (Mar. 25, 2025), 
https://blog.character.ai/introducing-parental-insights-enhanced-safety-for-teens/ (last accessed Nov. 5, 2025).  
88 Id.  
89 Id.  
90 Maggie Harrison Dupre, Character.AI’s New Parental Controls Are Comically Easy for Kids to Bypass, 
YAHOO!TECH (Mar. 28, 2025), https://tech.yahoo.com/articles/character-ais-parental-controls-comically-
140813277.html (last accessed Nov. 5, 2025).  
91 Id.  
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example, by creating videos, stories, and streams with Characters.”92 Stories allows users under 

the age of 18 to select and set up a scenario between two AI bots which shows stories of explicit 

and romantic relationships and violence. And while Character Technologies claims that it has 

begun using age assurance for minors, upon information and belief, these are ineffective as 

children are still able to access open-ended chats as work arounds are widely known. Further, these 

late, vague, and voluntary efforts appear to be toothless and can be rolled back at any time.   

114. The Commonwealth seeks injunctive relief to ensure that Character.AI’s 

technology is safe going forward and civil penalties to hold it accountable for its violations of 

Kentucky law.   

CAUSES OF ACTION 

Count I 
Unfair, False, Misleading, or Deceptive Acts and Practices  

(Violation of Kentucky Consumer Protection Act , KRS 367.110 et seq.) 
 

115. The Commonwealth realleges and incorporates herein by reference each of the 

allegations contained in the preceding paragraphs of this Complaint as though fully alleged in this 

Count.   

116. Kentucky’s Consumer Protection Act (“KCPA”), KRS 367.110 et seq., prohibits 

“[u]nfair, false, misleading, or deceptive acts or practices in the conduct of any trade or 

commerce.”  KRS 367.170.   

117. Under KRS 367.190, “[w]henever the Attorney General has reason to believe that 

any person is using, has used, or is about to use any method, act or practice declared by KRS 

367.170 to be unlawful, and that proceedings would be in the public interest,” he may seek 

injunctive relief, and further may seek (i) a civil penalty of up to $25,000 per violation of any 

 
92 Taking Bold Steps to Keep Teen Users Safe on Character.AI, CHARACTER.AI (Oct. 29, 2025), blog.character.ai/u18-
chat-announcement/ (last accessed Nov. 5, 2025).  
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temporary or permanent injunction issued under KRS 367.190, and (ii) a civil penalty of up to 

$2,000 per willful violation of the KCPA, KRS 367.990(1)–(2). 

118. At all times relevant to this Complaint, Defendants violated the KCPA by willfully 

engaging in unfair, false, misleading, and/or deceptive acts or practices in the Commonwealth of 

Kentucky. These acts or practices are unfair in that they are unconscionable, offend public policy, 

and are immoral, unethical, oppressive, or unscrupulous. 

119. For example, national and international media investigations and public 

enforcement actions have exposed Defendants’ pattern of misrepresenting the safety and suitability 

of their chatbot product for minors.93 94 95 96 97 

120. In numerous instances, Defendants willfully engaged in unfair, false, misleading, 

and/or deceptive acts or practices in connection with the advertising, marketing, promotion, and 

other representations regarding their products and services, including but not limited to statements 

made on their own website and to the media, including, but not limited to, the means described 

herein. 

121. Defendants misrepresented to Kentucky consumers that the Character.AI platform 

was safe, age-appropriate, and responsibly moderated, despite knowing of widespread instances 

of harmful, explicit, and psychologically manipulative chatbot interactions with minors. 

 
93 See Taylor Lorenz, Teens Using “Character.AI” Exposed to Sex, Drugs, and Self-Harm Content, Report Finds, 
WASHINGTON POST (Sept. 3, 2025), https://www.washingtonpost.com/technology/2025/09/03/character-ai-celebrity-
teen-safety/ (last accessed Nov. 5, 2025). 
94 See Amanda Silberling, Texas Attorney General Accuses Meta and Character.AI of Misleading Kids With Mental-
Health Claims, TECHCRUNCH (Aug. 18, 2025), https://techcrunch.com/2025/08/18/texas-attorney-general-accuses-
meta-character-ai-of-misleading-kids-with-mental-health-claims/ (last accessed Nov. 5, 2025). 
95 See Annasofia Scheve, Texas Lawsuit Claims Character.AI Chatbot Encouraged Violent and Sexual Behavior in 
Minors, SAN ANTONIO EXPRESS-NEWS (Dec. 17, 2024), https://www.expressnews.com/news/article/texas-lawsuit-
characterai-violence-sexual-content-19975296.php (last accessed Nov. 5, 2025). 
96 See Blake Montgomery, Mother says AI chatbot led her son to kill himself in lawsuit against its maker, THE 

GUARDIAN (Oct. 23, 2024), https://www.theguardian.com/technology/2024/oct/23/character-ai-chatbot-sewell-
setzer-death (last accessed Nov. 5, 2025).  
97 See Clare Duffy, U.S. Senators Demand AI Safety Measures to Protect Minors, WBAL TV (Apr. 4, 2025), 
https://www.wbaltv.com/article/us-senators-demand-ai-safety-measures/64386431 (last accessed Nov. 5, 2025. 
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122. Defendants engaged in deceptive practices by retroactively repurposing user data 

to fine tune its underlying LLM, practicing a form of unconsented “participatory finetuning.” 

123. Defendants further concealed material facts regarding their collection and use of 

children’s data and failed to disclose that such data was used to improve the underlying LLM  

and generate subscription-based revenue. 

124. Defendants had access to information and data pointing to the Character.AI 

chatbot’s risk to vulnerable users, including minors, that is unavailable to government entities or 

the public generally, and did not share that information and data. As set forth, supra, Defendants 

willfully failed to disclose material facts concerning the true nature of the risks of harm posed to 

children on C.AI 

125. Defendants’ omissions and misrepresentations were material, likely to mislead 

reasonable consumers, and caused substantial harm to minors and families within the 

Commonwealth. 

126. These acts and omissions constitute deceptive trade practices within the meaning 

of KRS 367.170. 

127. These acts and omissions also constitute unfair trade practices, which caused harm 

to Kentucky consumers that could not be reasonably avoided and which violate the public policy 

of Kentucky, as reflected in state and federal law, including, but not limited to, the Kentucky 

statutes referenced in Counts III and IV.    

128. Accordingly, Defendants’ conduct constitutes unfair, false, misleading, and 

deceptive acts and practices under the KCPA. The Commonwealth seeks injunctive relief, 

restitution, civil penalties, and all other relief available under KRS 367.190 and 367.990. 
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Count II 
Unfair Collection and Exploitation of Children’s Data 

(Violation of the Kentucky Consumer Protection Act, KRS 367.170) 
 

129. The Commonwealth realleges and incorporates herein by reference each of the 

allegations contained in the preceding paragraphs of this Complaint as though fully alleged in 

this Count.  

130. Defendants designed and deployed the Character.AI product knowing that it 

would attract, engage, and retain underage users—including children under thirteen—through 

anthropomorphic, emotionally-responsive chatbot interactions intentionally modeled to simulate 

friendship, empathy, and trust. 

131. Defendants failed to implement effective, verifiable age-gating, parental-

consent, or identity-verification mechanisms to prevent children under thirteen from accessing 

the platform or interacting with chatbots capable of generating adult, sexual, or psychologically 

harmful content. 

132. As a result, children in the Commonwealth were induced to disclose personal 

and sensitive information—including names, ages, preferences, and emotional or health-related 

disclosures—through extended conversations with chatbots designed by Defendants. 

133. Defendants collected, stored, analyzed, and monetized the content of those 

interactions, including engagement metrics, behavioral cues, and emotional disclosures, for the 

purpose of training and improving their proprietary LLM and generating subscription revenue. 

Such conduct constitutes an unfair, immoral, unethical, oppressive, and unscrupulous act or 

practice in trade or commerce within the meaning of KRS 367.170(1), as it offends public policy 

and causes substantial injury to Kentucky consumers that is not outweighed by countervailing 

benefits. 
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134. Defendants’ deliberate targeting of minors, exploitation of their psychological 

vulnerabilities, and monetization of their data constitute unconscionable acts and practices in 

trade or commerce in violation of KRS 367.170. 

135. Defendants’ acts and omissions described herein constitute unfair trade practices 

under Kentucky law. The Commonwealth alleges these practices as violations of the KCPA, KRS 

367.170, and seeks all remedies available under KRS§ 367.190 and 367.990, including injunctive 

relief, civil penalties, restitution, and such further equitable relief as the Court deems just and 

proper. 

Count III  
Violation of the Kentucky Consumer Data Protection Act 
(KRS 367.3611 et seq. – Declaratory and Prospective Relief) 

 
136. The Commonwealth realleges and incorporates herein by reference each of the 

allegations contained in the preceding paragraphs of this Complaint as though fully alleged in 

this Count. 

137. The Kentucky Consumer Data Protection Act (“KCDPA”), enacted in 2024 and 

effective January 1, 2026, classifies personal data collected from known children under thirteen 

as sensitive data requiring heightened protection and compliance with parental-consent 

requirements. See KRS 367.3611; 15 U.S.C. § 6501 et seq. 

138. Defendants’ ongoing collection and processing of minors’ personal data without 

obtaining verifiable parental consent or providing adequate disclosures will violate the KCDPA 

upon its effective date. 

139. The Commonwealth seeks a declaratory judgment finding that Defendants’ 

conduct, if continued, will violate the KCDPA and requests injunctive relief to prevent further 

unlawful practices following the Act’s effective date. 
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COUNT IV  
Violation of Kentucky Privacy Protections 

(KRS 365.732; KRS 365.734; KY Const. §§ 1, 10) 
 

140. The Commonwealth realleges and incorporates herein by reference each of the 

allegations contained in the preceding paragraphs of this Complaint as though fully alleged in 

this Count. 

141. Defendants collected, stored, and processed children’s personal and sensitive 

data, including chat logs, emotional disclosures, and health-related statements, without parental 

consent or sufficient security controls. 

142. Prudent designers and operators of similar products would have discovered and 

foreseen these dangers. Defendants had actual knowledge of such risks yet failed to take 

meaningful action. 

143. Such conduct violates Kentucky’s statutory and constitutional privacy 

protections, including obligations imposed on cloud service providers under KRS 365.734 and 

citizens’ privacy rights recognized in Ky. New Era, Inc. v. City of Hopkinsville, 415 S.W.3d 76 

(Ky. 2013). 

144. The Commonwealth seeks injunctive relief, civil penalties, and all other relief 

necessary to prevent further misuse or collection of minors’ data. 

Count V 
Unjust Enrichment 

(Kentucky Common Law; KRS 15.020(3)) 
 

145. The Commonwealth realleges and incorporates herein by reference each of the 

allegations contained in the preceding paragraphs of this Complaint as though fully alleged in 

this Count. 

146. Plaintiff brings this Cause of Action for unjust enrichment against Defendants 
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pursuant to its common law and/or parens patriae authority, as well as pursuant to the Attorney 

General’s statutory authority to initiate litigation when in the interests of the Commonwealth per 

KRS 15.020(3). 

147. As a direct and proximate result of the unlawful conduct described above, 

Defendants have been and will continue to be unjustly enriched. 

148. Defendants profited from collecting Kentucky minors’ personal data and 

subscription fees obtained through deception and unlawful practices. Equity requires 

disgorgement. 

149. Residents of the Commonwealth who use or have used the Character.AI product 

conferred a benefit on Defendants by providing a monetizable audience and sensitive personal 

data, which Defendants exploited to enhance their product and increase revenue. 

150. It would be inequitable and against good conscience for Defendants to retain the 

profits and benefits derived from such conduct. 

151. The Commonwealth seeks an order compelling Defendants to disgorge all 

proceeds unjustly obtained as a result of the acts and practices described herein and to return 

those ill-gotten gains to the Commonwealth or as otherwise directed by the Court. 

PRAYER FOR RELIEF 

WHEREFORE, Plaintiff prays that the Court grant the following relief: 

A. Enter an Order declaring that Defendants committed willful violations of KRS 

367.170, as well as violated the common law of Kentucky as set forth herein, and have been 

unjustly enriched by such violations, and that judgment be entered against the Defendants in favor 

of the Plaintiff; 

B. Permanently enjoining Defendants, and their employees, officers, directors, agents, 
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successors, assigns, affiliates, merged or acquired predecessors, parent or controlling entities, 

subsidiaries, and any and all persons acting in concert or participation with Defendants, from future 

false, misleading, deceptive, and/or unfair acts or practices in relation to their creation, design, 

promotion, and distribution of Character.AI in  the Commonwealth pursuant to KRS 367.190; 

C. Permanently enjoining Defendants and their employees, officers, directors, agents, 

successors, assigns, affiliates, merged or acquired predecessors, parent or controlling entities, 

subsidiaries, and any and all persons acting in concert or participation with Defendants, from 

continuing their unlawful conduct, acts and practices in violation of the KCPA; 

D. Awarding civil penalties of $2,000 for each willful violation of the Kentucky 

Consumer Protection Act pursuant to KRS 367.990(2); 

E. Awarding Plaintiff disgorgement of all of Defendants’ ill-gotten gains;  

F. Awarding the Commonwealth of Kentucky its costs and attorneys’ fees; 

G. Awarding the Commonwealth of Kentucky prejudgment interest as permitted by 

law; 

H. Awarding any other relief to which the Commonwealth is entitled, or the Court 

deems appropriate and just;  

I. For a trial by jury on all issues so triable;  

J. Awarding such other relief as this Court deems just, necessary, and fair. 
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Dated: January 8, 2026 Respectfully submitted, 

RUSSELL COLEMAN 
ATTORNEY GENERAL 
Commonwealth of Kentucky 

By: /s/ 

Justin Clark (KY Bar No. 89313) 
J. Christian Lewis (KY Bar No. 87109)
Gary Thompson (KY Bar No. 93733)
Alex L. Scutchfield(KY Bar No. 87009)
Office of the Kentucky Attorney General
1024 Capital Center Drive, Suite 200
Frankfort, Kentucky 40601
justindclark@ky.gov
christian.lewis@ky.gov
gary.thompson@ky.gov
alex.scutchfield@ky.gov
Tel: (502) 696-5300
Fax: (502) 573-8317

MOTLEY RICE LLC 

By: /s/ 

Linda Singer (Pro Hac Vice Pending) 
401 9th St., NW, Suite 630 
Washington, D.C. 2004 
Phone : (202) 232-5504 
lsinger@motleyrice.com 
Chelsea L. Monroe (Pro Hac Vice Pending) 
28 Bridgeside Blvd.  
Mount Pleasant, SC 29464 
Phone : (843) 216-9000 
cmonroe@motleyrice.com 

Attorneys for Plaintiff the Commonwealth of 
Kentucky  

Gary W. Thompson

Linda Singer
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COMMONWEALTH OF KENTUCKY 
FRANKLIN CIRCUIT COURT 

DIV. _____ 
CIVIL ACTION NO. _______________ 

 
 
COMMONWEALTH OF KENTUCKY, ex. rel.                    
RUSSELL COLEMAN, ATTORNEY GENERAL   
 
Plaintiff,                                                                      
 
v.   
                                                                                                                       
CHARACTER TECHNOLOGIES, INC.;  
NOAM SHAZEER; AND DANIEL  
DE FREITAS ADIWARSANA   
 
Defendants. 

 
 

 

PLAINTIFF’S MOTION TO CONDITIONALLY SEAL UNREDACTED COMPLAINT 

Plaintiff, the Commonwealth of Kentucky, respectfully moves this Court to enter an order 

conditionally sealing the unredacted version of the Commonwealth’s Complaint in this action, 

which contains information subject to limitations on disclosure by statute, agreement and 

common law. In support of this request, the Commonwealth avers as follows: 

1. On January 8, 2026, the Commonwealth filed a Complaint in this action asserting 

claims under the (i) Unfair, False, Misleading, or Deceptive Acts and Practices Act, KRS 

367.110 et seq.); (ii) Unfair Collection and Exploitation of Children’s Data, KRS 367.170; (iii) 

Consumer Data Protection Act, KRS 367.3611 et seq.; (iv) Kentucky Privacy Protections, KRS 

365.732; KRS 365.734; KY Const.  1, 10; and (v) Unjust Enrichment.  The Complaint alleges, 

inter alia, that Character Technologies’ product Character.AI encourages suicide, self-injury, 

isolation, psychological manipulation, and further exposes minors to sexual conduct and/or 
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exploitation, violence, drug, substance, and/or alcohol use, and other grave harms. The 

Commonwealth asserts (i) that Defendants engaged in unfair, false, misleading, and/or deceptive 

acts or practices in connection with the advertising, marketing, promotion, and other 

representations regarding their products and services, including statements relating to safety, 

statements relating to child sex abuse materials and child sexual exploitation and solicitation of 

their platforms, statements related to mental health and physical wellbeing, their enforcement 

actions and priorities, and the effects of the platforms on users’ well-being; (ii) that Defendants 

engaged in unfair collection and exploitation of children’s data by collecting, storing, analyzing, 

and monetizing the content of interactions, including engagement metrics, behavioral cues, and 

emotional disclosures, for the purpose of training and improving their proprietary LLM and 

generating subscription revenue; (iii) that Defendants’ ongoing collection and processing of 

minors’ personal data without obtaining verifiable parental consent or providing adequate 

disclosures is violative of the Consumer Data Protection Act; (iv) that Defendants engaged in 

collecting, storing, and processing children’s personal and sensitive data, including chat logs, 

emotional disclosures, and health-related statements, without parental consent or sufficient 

security controls; and (v) Defendants have profited from collecting Kentucky minors’ personal 

data and subscription fees obtained through deception and unlawful practices causing unjust 

enrichment. See Exhibit 1, Redacted Complaint filed 1/8/2026, attached. 

2. Sections of the Commonwealth’s Complaint are redacted pursuant to certain 

obligations owed Defendants. Pursuant to KRS 367.250, any “information obtained pursuant 

to the powers conferred by KRS 367.110 to 367.300 shall not be made public or disclosed by 

the Attorney General or his employees beyond the extent necessary for law enforcement 

purposes in the public interest.” Additionally, the Commonwealth has entered into a 
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Confidentiality Agreement with Defendant Character Technologies, Inc. (“CTI”) pursuant to 

which the Commonwealth agreed that it “shall refrain from attaching documents or materials 

designated as “Confidential” to any complaint, charging document, pleading, motion, or other 

document filed in any court or administrative tribunal (“Court Document”) unless the 

Commonwealth redacts all portions of documents or materials designated by CTI as 

“Confidential” from such documents, materials, or information.” 

3. The factual basis for the Commonwealth’s Complaint is derived, in part, from 

documents that Defendants produced to the Attorney General and designated as “confidential.” 

The Commonwealth’s Complaint also contains quotes or screenshots from several of 

Defendants’ “confidential” documents. 

4. The unredacted Complaint should be conditionally sealed for the following 

reasons:  

a. “The General Assembly finds that the public health, welfare and interest 

require a strong and effective consumer protection program to protect 

the public interest and the well-being of both the consumer public and 

the ethical sellers of goods and services; toward this end, a Consumers' 

Advisory Council and the Office of Consumer Protection in the Office 

of the Attorney General are hereby created for the purpose of aiding in 

the development of preventive and remedial consumer protection 

programs and enforcing consumer protection statutes.” KRS 367.120. 

“To accomplish the objectives and to carry out the duties” of the 

Commonwealth’s Consumer Protection laws, “any information obtained 

information obtained pursuant to the powers conferred by KRS 367.110 
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to 367.300 shall not be made public or disclosed by the Attorney General 

or his employees beyond the extent necessary for law enforcement 

purposes in the public interest.” KRS 367.250.  

b. Under the common law, there is a long-standing presumption of public 

access to judicial records. Courier-J., Inc. v. McDonald-Burkman, 298 

S.W.3d 846, 848 (Ky. 2009) (internal citation omitted). However, this 

right is not absolute and documents “may be sealed if the right to access 

is outweighed by the interests favoring non-disclosure.” Roman Cath. 

Diocese of Lexington v. Noble, 92 S.W.3d 724, 731 (Ky. 2002) (internal 

citation and quotations omitted). “[T]he weight given to the presumption 

of access must be governed by the role of the material at issue in the 

exercise of ... judicial power and the resultant value of such information 

to those monitoring the ... courts.” Id. at 732 (citing United States v. 

Amodeo, 71 F.3d 1044 (2d Cir. 1995)). In this sliding scale approach, the 

trial court is afforded discretion in exercising such judgment. Id.  

c. The right to access is outweighed by the interests favoring non-

disclosure because if the unredacted Complaint is not conditionally 

sealed, it may affect the Attorney General’s ability to conduct future 

investigations because witnesses and targets of the investigations may be 

reluctant to produce materials without assurances of confidentiality. The 

statute and common law provides such assurances. 

d.  The Commonwealth has filed a redacted version of the Complaint on 

the public docket that discloses all public material and/or information 
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provided to the Attorney General that has already been made public 

elsewhere. The redactions are narrowly tailored to ensure the maximum 

amount of information regarding this filing remains available to the 

public. 

5. The Commonwealth takes no position on whether the substance of the redactions 

should remain hidden from public view while this case progresses. To the contrary, the 

Commonwealth reserves all rights to challenge redactions and intends to confer with 

Defendants to determine whether they consent to filing of a less-redacted version of the 

Complaint. At this juncture, however, given the statutory text and contractual provisions, the 

Commonwealth requests that the unredacted Complaint be filed conditionally under seal. 

WHEREFORE, Plaintiff the Commonwealth of Kentucky respectfully requests that this 

Court enter an Order permitting the unredacted version of the Commonwealth’s Complaint to be 

filed conditionally under seal. 

RESPECTFULLY SUBMITTED this 8th day of January 2026. 

      RUSSELL COLEMAN 
      ATTORNEY GENERAL 
      Commonwealth of Kentucky 
 

By: /s/ Gary W. Thompson 
 Justin Clark (KY Bar No. 89313) 

J. Christian Lewis (KY Bar No. 87109) 
Gary Thompson (KY Bar No. 93733) 
Alex L. Scutchfield(KY Bar No. 87009) 
Office of the Kentucky Attorney General  
1024 Capital Center Drive, Suite 200 
Frankfort, Kentucky 40601   
justindclark@ky.gov 
christian.lewis@ky.gov 
gary.thompson@ky.gov 
alex.scutchfield@ky.gov 
Tel: (502) 696-5300 
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Fax: (502) 573-8317 
 
MOTLEY RICE LLC 

 
By: /s/ Linda Singer 

  
Linda Singer (Pro Hac Vice Pending) 
401 9th St., NW, Suite 630 
Washington, D.C. 2004 
Phone : (202) 232-5504 
lsinger@motleyrice.com 
Chelsea L. Monroe (Pro Hac Vice Pending) 
28 Bridgeside Blvd.  
Mount Pleasant, SC 29464 
Phone : (843) 216-9000 
cmonroe@motleyrice.com 

  
Attorneys for Plaintiff the Commonwealth of 
Kentucky  

 
CERTIFICATE OF SERVICE 

 
This is to certify that a true and accurate copy of the foregoing has been served on the 

following via electronic or U.S. mail on this the 8th day of January 2026: 
 
Character Technologies, Inc. 
700 El Camino Real 
Menlo Park, California 94025 
 
Character Technologies, Inc. 
Corporation Service Company, Registered Agent  
421 W Main St. 
Frankfort, KY 40601 
 
Noam Shazeer 
301 High Street 
Palo Alto, CA 94301 
 
Daniel De Freitas Adiwarsana 
301 High Street 
Palo Alto, CA 94301 
 
      /s/ Gary W. Thompson   
      Gary W. Thompson 
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COMMONWEALTH OF KENTUCKY 
FRANKLIN CIRCUIT COURT 

DIV. _____ 
CIVIL ACTION NO. _______________ 

ELECTRONICALLY FILED 
 
COMMONWEALTH OF KENTUCKY, ex. rel.                    
RUSSELL COLEMAN, ATTORNEY GENERAL   
 
Plaintiff,                                                                      
 
v.   
                                                                                                                       
CHARACTER TECHNOLOGIES, INC.;  
NOAM SHAZEER; AND DANIEL  
DE FREITAS ADIWARSANA   
 
Defendants. 
 

[PROPOSED] ORDER GRANTING PLAINTIFF’S MOTION FOR LEAVE TO FILE 
THE COMMONWEALTH’S UNREDACTED COMPLAINT  

CONDITIONALLY UNDER SEAL 
 

 Having come upon motion of the Plaintiff, Commonwealth of Kentucky, by and through 

its duly elected Attorney General, Russell Coleman (“the Commonwealth”), to file under 

conditional seal with the Court its unredacted Complaint in this matter, no Defendant having yet 

filed an Answer, and the Court having duly considered the exigent circumstances, and the Court 

having heard the arguments of counsel, and the Court being otherwise sufficiently advised:  

 The Court hereby FINDS that (i) the existence of the Parties’ Confidentiality Agreement 

provides good cause to support the Commonwealth’s Motion, and (ii) that the Commonwealth’s 

Motion seeking only conditional sealing in order to facilitate this Court’s future determination of 

the propriety of Defendants’ confidentiality designations is narrowly tailored to achieve the 

purposes of that Confidentiality Agreement.  

 IT IS THEREFORE ORDERED that the Commonwealth is granted leave of this Court to 

file under conditional seal its unredacted Complaint in this matter.  
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 SO ORDERED this ________ day of January 2025. 

 

      ____________________________________ 
      Circuit Court Judge 
      48th Judicial Circuit 
 

CLERK’S CERTIFICATE OF SERVICE 
 

This is to certify that a true and accurate copy of the foregoing has been served on the 
following via electronic or U.S. mail on this the __ day of January 2026: 
 
Justin Clark (KY Bar No. 89313) 
J. Christian Lewis (KY Bar No. 87109) 
Gary Thompson (KY Bar No. 93733) 
Alex L. Scutchfield(KY Bar No. 87009) 
Office of the Kentucky Attorney General  
1024 Capital Center Drive, Suite 200 
Frankfort, Kentucky 40601 
Counsel for Plaintiff 
 
Linda Singer (Pro Hac Vice Pending) 
401 9th St., NW, Suite 630 
Washington, D.C. 2004 
lsinger@motleyrice.com 
Chelsea L. Monroe (Pro Hac Vice Pending) 
28 Bridgeside Blvd.  
Mount Pleasant, SC 29464 
cmonroe@motleyrice.com 
Counsel for Plaintiff 
 
Character Technologies, Inc. 
700 El Camino Real 
Menlo Park, California 94025 
 
Character Technologies, Inc. 
Corporation Service Company, Registered Agent  
421 W Main St. 
Frankfort, KY 40601 
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Noam Shazeer 
301 High Street 
Palo Alto, CA 94301 
 
Daniel De Freitas Adiwarsana 
301 High Street 
Palo Alto, CA 94301 
 
      ___________________________ 
      Clerk/Deputy Clerk 
      Franklin Circuit Court 
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CIVIL SUMMONS

AOC-E-105           Sum Code: CI
Rev. 9-14

Commonwealth of Kentucky
Court of Justice      Courts.ky.gov

CR 4.02; Cr Official Form 1

Case #:

Court: 

County:

26-CI-00029

CIRCUIT

FRANKLIN

Plaintiff, COM. OF KY, EX. REL. RUSSELL COLEMAN, AG VS. CHARACTER TECHN, Defendant

The Commonwealth of Kentucky to Defendant:

     You are hereby notified that a legal action has been filed against you in this Court demanding relief as shown on 
the document delivered to you with this Summons.  Unless a written defense is made by you or by an attorney 
on your behalf within twenty (20) days following the day this paper is delivered to you, judgment by default may be 
taken against you for the relief demanded in the attached complaint.

The name(s) and address(es) of the party or parties demanding relief against you or his/her (their) attorney(s) are shown on the 
document delivered to you with this Summons.

TO: CHARACTER TECHNOLOGIES, INC.

700 EL CAMINO REAL

MENLO PARK, CA 94025

Memo: Requesting all three methods of service requested for Character Technologies. Call 8595361007 with any questions. 
Registered Agent of Service exists.

Franklin Circuit Clerk
 Date: 1/8/2026

Page 1 of 1

Summons ID: @90005932773  
CIRCUIT: 26-CI-00029 Return to Filer for Service
COM. OF KY, EX. REL. RUSSELL COLEMAN, AG VS. CHARACTER TECHN

Proof of Service

o

This Summons was:  

To:

o Not Served because:

Served by delivering a true copy and the Complaint (or other initiating document)

Date:
Served By
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CIVIL SUMMONS

AOC-E-105           Sum Code: CI
Rev. 9-14

Commonwealth of Kentucky
Court of Justice      Courts.ky.gov

CR 4.02; Cr Official Form 1

Case #:

Court: 

County:

26-CI-00029

CIRCUIT

FRANKLIN

Plaintiff, COM. OF KY, EX. REL. RUSSELL COLEMAN, AG VS. CHARACTER TECHN, Defendant

The Commonwealth of Kentucky to Defendant:

     You are hereby notified that a legal action has been filed against you in this Court demanding relief as shown on 
the document delivered to you with this Summons.  Unless a written defense is made by you or by an attorney 
on your behalf within twenty (20) days following the day this paper is delivered to you, judgment by default may be 
taken against you for the relief demanded in the attached complaint.

The name(s) and address(es) of the party or parties demanding relief against you or his/her (their) attorney(s) are shown on the 
document delivered to you with this Summons.

TO: CHARACTER TECHNOLOGIES, INC.

700 EL CAMINO REAL

MENLO PARK, CA 94025

Memo: Requesting all three methods of service requested for Character Technologies. Call 8595361007 with any questions. 
Registered Agent of Service exists.

Franklin Circuit Clerk
 Date: 1/8/2026

Page 1 of 1

Summons ID: @90005932774  
CIRCUIT: 26-CI-00029 Long Arm Statute – Secretary of State
COM. OF KY, EX. REL. RUSSELL COLEMAN, AG VS. CHARACTER TECHN

Proof of Service

o

This Summons was:  

To:

o Not Served because:

Served by delivering a true copy and the Complaint (or other initiating document)

Date:
Served By
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CIVIL SUMMONS

AOC-E-105           Sum Code: CI
Rev. 9-14

Commonwealth of Kentucky
Court of Justice      Courts.ky.gov

CR 4.02; Cr Official Form 1

Case #:

Court: 

County:

26-CI-00029

CIRCUIT

FRANKLIN

Plaintiff, COM. OF KY, EX. REL. RUSSELL COLEMAN, AG VS. CHARACTER TECHN, Defendant

The Commonwealth of Kentucky to Defendant:

     You are hereby notified that a legal action has been filed against you in this Court demanding relief as shown on 
the document delivered to you with this Summons.  Unless a written defense is made by you or by an attorney 
on your behalf within twenty (20) days following the day this paper is delivered to you, judgment by default may be 
taken against you for the relief demanded in the attached complaint.

The name(s) and address(es) of the party or parties demanding relief against you or his/her (their) attorney(s) are shown on the 
document delivered to you with this Summons.

TO: NOAM  SHAZEER

301 HIGH STREET

PALO ALTO, CA 94301

Franklin Circuit Clerk
 Date: 1/8/2026

Page 1 of 1

Summons ID: @90005932775  
CIRCUIT: 26-CI-00029 Return to Filer for Service
COM. OF KY, EX. REL. RUSSELL COLEMAN, AG VS. CHARACTER TECHN

Proof of Service

o

This Summons was:  

To:

o Not Served because:

Served by delivering a true copy and the Complaint (or other initiating document)

Date:
Served By
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CIVIL SUMMONS

AOC-E-105           Sum Code: CI
Rev. 9-14

Commonwealth of Kentucky
Court of Justice      Courts.ky.gov

CR 4.02; Cr Official Form 1

Case #:

Court: 

County:

26-CI-00029

CIRCUIT

FRANKLIN

Plaintiff, COM. OF KY, EX. REL. RUSSELL COLEMAN, AG VS. CHARACTER TECHN, Defendant

The Commonwealth of Kentucky to Defendant:

     You are hereby notified that a legal action has been filed against you in this Court demanding relief as shown on 
the document delivered to you with this Summons.  Unless a written defense is made by you or by an attorney 
on your behalf within twenty (20) days following the day this paper is delivered to you, judgment by default may be 
taken against you for the relief demanded in the attached complaint.

The name(s) and address(es) of the party or parties demanding relief against you or his/her (their) attorney(s) are shown on the 
document delivered to you with this Summons.

TO: DANIEL DE FREITAS ADIWARSANA

301 HIGH STREET

PALO ALTO, CA 94301

Franklin Circuit Clerk
 Date: 1/8/2026

Page 1 of 1

Summons ID: @90005932777  
CIRCUIT: 26-CI-00029 Return to Filer for Service
COM. OF KY, EX. REL. RUSSELL COLEMAN, AG VS. CHARACTER TECHN

Proof of Service

o

This Summons was:  

To:

o Not Served because:

Served by delivering a true copy and the Complaint (or other initiating document)

Date:
Served By
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CIVIL SUMMONS

AOC-E-105           Sum Code: CI
Rev. 9-14

Commonwealth of Kentucky
Court of Justice      Courts.ky.gov

CR 4.02; Cr Official Form 1

Case #:

Court: 

County:

26-CI-00029

CIRCUIT

FRANKLIN

Plaintiff, COM. OF KY, EX. REL. RUSSELL COLEMAN, AG VS. CHARACTER TECHN, Defendant

The Commonwealth of Kentucky to Defendant:

     You are hereby notified that a legal action has been filed against you in this Court demanding relief as shown on 
the document delivered to you with this Summons.  Unless a written defense is made by you or by an attorney 
on your behalf within twenty (20) days following the day this paper is delivered to you, judgment by default may be 
taken against you for the relief demanded in the attached complaint.

The name(s) and address(es) of the party or parties demanding relief against you or his/her (their) attorney(s) are shown on the 
document delivered to you with this Summons.

TO: NOAM  SHAZEER

301 HIGH STREET

PALO ALTO, CA 94301

Franklin Circuit Clerk
 Date: 1/8/2026

Page 1 of 1

Summons ID: @90005932776  
CIRCUIT: 26-CI-00029 Long Arm Statute – SOS - Restricted Delivery
COM. OF KY, EX. REL. RUSSELL COLEMAN, AG VS. CHARACTER TECHN

Proof of Service

o

This Summons was:  

To:

o Not Served because:

Served by delivering a true copy and the Complaint (or other initiating document)

Date:
Served By
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CIVIL SUMMONS

AOC-E-105           Sum Code: CI
Rev. 9-14

Commonwealth of Kentucky
Court of Justice      Courts.ky.gov

CR 4.02; Cr Official Form 1

Case #:

Court: 

County:

26-CI-00029

CIRCUIT

FRANKLIN

Plaintiff, COM. OF KY, EX. REL. RUSSELL COLEMAN, AG VS. CHARACTER TECHN, Defendant

The Commonwealth of Kentucky to Defendant:

     You are hereby notified that a legal action has been filed against you in this Court demanding relief as shown on 
the document delivered to you with this Summons.  Unless a written defense is made by you or by an attorney 
on your behalf within twenty (20) days following the day this paper is delivered to you, judgment by default may be 
taken against you for the relief demanded in the attached complaint.

The name(s) and address(es) of the party or parties demanding relief against you or his/her (their) attorney(s) are shown on the 
document delivered to you with this Summons.

TO: DANIEL DE FREITAS ADIWARSANA

301 HIGH STREET

PALO ALTO, CA 94301

Franklin Circuit Clerk
 Date: 1/8/2026

Page 1 of 1

Summons ID: @90005932778  
CIRCUIT: 26-CI-00029 Long Arm Statute – SOS - Restricted Delivery
COM. OF KY, EX. REL. RUSSELL COLEMAN, AG VS. CHARACTER TECHN

Proof of Service

o

This Summons was:  

To:

o Not Served because:

Served by delivering a true copy and the Complaint (or other initiating document)

Date:
Served By
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CIVIL SUMMONS

AOC-E-105           Sum Code: CI
Rev. 9-14

Commonwealth of Kentucky
Court of Justice      Courts.ky.gov

CR 4.02; Cr Official Form 1

Case #:

Court: 

County:

26-CI-00029

CIRCUIT

FRANKLIN

Plaintiff, COM. OF KY, EX. REL. RUSSELL COLEMAN, AG VS. CHARACTER TECHN, Defendant

The Commonwealth of Kentucky to Defendant:
CHARACTER TECHNOLOGIES, INC.

     You are hereby notified that a legal action has been filed against you in this Court demanding relief as shown on 
the document delivered to you with this Summons.  Unless a written defense is made by you or by an attorney 
on your behalf within twenty (20) days following the day this paper is delivered to you, judgment by default may be 
taken against you for the relief demanded in the attached complaint.

The name(s) and address(es) of the party or parties demanding relief against you or his/her (their) attorney(s) are shown on the 
document delivered to you with this Summons.

TO: CORPORATION SERVICE COMPANY

421 W MAIN ST.

FRANKFORT, KY 40601

Memo: Related party is CHARACTER TECHNOLOGIES, INC.

Franklin Circuit Clerk
 Date: 1/8/2026

Page 1 of 1

Summons ID: @90005932779  
CIRCUIT: 26-CI-00029 Certified Mail
COM. OF KY, EX. REL. RUSSELL COLEMAN, AG VS. CHARACTER TECHN

Proof of Service

o

This Summons was:  

To:

o Not Served because:

Served by delivering a true copy and the Complaint (or other initiating document)

Date:
Served By
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Commonwealth of Kentucky

Kathryn Marshall, Franklin Circuit Clerk

Received From: GARY THOMPSON Account Of: GARY THOMPSON

Case Title: COM. OF KY, EX. REL. RUSSELL COLEMAN, AG 
VS. CHARACTER TECHN

Case #: 26-CI-00029                                       Envelope #:  12517150             

Confirmation Number: commonwealth

Filed On: 1/8/2026  12:10:55PM

# Item Description Amount

Court Facilities Fee $25.001

Court Facilities Fee -$25.002

Access To Justice Fee $20.003

Access To Justice Fee -$20.004

Money Collected For Others(Court Tech. Fee) -$20.005

Money Collected For Others(Court Tech. Fee) $20.006

Money Collected For Others(Postage) $22.847

Money Collected For Others(Postage) -$22.848

Money Collected For Others(Attorney Tax Fee) -$5.009

Money Collected For Others(Attorney Tax Fee) $5.0010

Money Collected For Others(Secretary of State Electronic Services) $36.8011

Money Collected For Others(Secretary of State Electronic Services) $10.0012

Money Collected For Others(Secretary of State Electronic Services) -$36.8013

Money Collected For Others(Secretary of State Electronic Services) -$10.0014

Money Collected For Others(Secretary of State Service Copies) -$6.3015

Money Collected For Others(Secretary of State Service Copies) -$12.6016

Money Collected For Others(Secretary of State Service Copies) $6.3017

Money Collected For Others(Secretary of State Service Copies) $12.6018

Library Fee $3.0019

Library Fee -$3.0020

Civil Filing Fee -$150.0021

Civil Filing Fee $150.0022

Charges For Services(Attestation) $0.5023

Charges For Services(Attestation) $0.5024

Charges For Services(Attestation) -$0.5025

Charges For Services(Attestation) -$0.5026

Charges For Services(Copy - Photocopy) -$6.3027

Charges For Services(Copy - Photocopy) $6.3028

Charges For Services(Jury Demand / 12) $70.0029

Charges For Services(Jury Demand / 12) -$70.0030

TOTAL: $0.00

Page 1 of 1Generated: 1/8/2026 
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